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CHAPTER 1

Introduction

“The Purpose oF Computing is Insight , No t Num bers ”~~

1.1 The Purpose of This Report

The principal objective of this report is to generate some of the insi çh t

that Dr. Hamming succinctly stated to be the purpose of all computation.

Specifically, I m ill present a novel techni que of numerical integration ~or
the solution of ordinary , first-order differential equations occurring jr

initial-value problems ; and I wi l l analyze that method from a control-

theoretic viewpoint that is applicable to the analysis of any numerical

algorithm.

Intended readers include control eng ineers , v.ho can greatly extend the

efforts discussed herein , and numerical analysts , who can use these concepts

along wi th their own effective methods to furth er enhance our ability to

numerically solve differential equat ions.

A third audience to whor this reno- t . is addressed is comprised of tha

faculty and cade ts of the u nited St~’t,es Air Force Academy who are involved

in teaching and studying numer ical methods . Specific ao7l ic abi l ity is

intended for courses in toe Departments of Ast I-orao tics and Compute r Science

and of Mathematics. To he useful to these neople . th e style If this report

is tutorial , and iruch is sai .~ that will be obvious and elementary to the

reader expe rienced in the fields of control theory arid/or numerical analysis.

1.2 The import ance of the Subject

The Unit e~ St ates Air Force could not perfo rm its miss ion , it could not

“fly and fight, if it did ‘ot possess the means to numerically compute the

soiution~ to different al equat ions. The motions o - a hand qrenade thrown

by a soldier , a bullet ~ire i from a rifle , an aircraft on a strafing pass, a

smart-bomb fo lit wing a laser c~esiqnator , a ballistic missile on an inter-

continental trajectory . or a satelPte orbiting the earth are all governed by

differential equat icn c .

Diffe rential equations de’;cribe more than the motion of objects . The

~~ccati equ a fi i for optima l cortro~ is ~ d fe~o~,t ia l equation s equat ions of

rhemi cal kinetics o r  d if ~ rr ”ntial rations , ~‘ie covaniance matrix of a

7



Kalman filter propagates acco ruing to a diffe rential equation , and electric

circuits are described by differential equations; the list is endless.

In most realistic situations, analytic solutions cannot be found. The

need for numerical solutions is self-evident: they are needed to accomplish

operational missions , they are needed for simulation (especially important

with the increasing amount of training via simulation), and they are needed

for design and analysis. Different situations, however , require different
approaches to their solutions. The formalized differential -equation-solve r

pac kages su ch as DVDO , GEAR , DE C21 , etc., are excellent for highly accurate

solutions on large , ground-based systems . For the small airborne computer ,

simpler , less generalized approaches are required , such as the technique

employed in the ballistic trajectory al gori thm of Duke , et. alJ31

1 .3 Tunable Inte grat inn

A number of years ago, J. Ni. Smith thought it reasonable that si nce the

di gita l compute r is a discrete operating device , the techniques of sampled-

data system analysis and d igital filtering could effectively be used to

design methods for numerical integration on the digital computer. Thus was

born th~ concept of tunable integration as it is presented herein. Smith
has used the technique ~ith considerable successi4’ Only little, however,

has been formally written concerning the method IS l
~~

L 6 l
~

L 7]’F8} , and this

repo’-t is intended to increase its familiarity within the Air Force com-

munity .

The technique is based upon the synthesis of a discrete approximation

to continuous integration . The result is a difference equation in which

adjustable parameters orovide the capability to directly control the charac-

teristics (pole locat ion , frequency response) of the integrator. This

capability makes tunable integration a technique that proffers tremendous

benefits in terms of ease and flexibility of use, large regions of stability ,

controllable accuracy (va means other than variable order or step s i z e ) ,

and simplicity. Hir.h-order integrators of this type have been developed by

Smith~
4
~ ’~

51 , but this author feels that more signi ficant benefits accrue to

the Air Force from the use of the low-order form in anpropriate problems such

as ai rborne fire control. Trus, th~s report w ill restrict its attention to

the low-order form of tun &le integration .

F 
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1.4 Overview

The organization of this report is based on using tunable integr at~c. n as

a vehicle for demonstrating the application of contro l theory in analyzi n g

me thods of nume ric al integration. The integration algorithm i tsel f  and t~e
method of analysis are equally important parts of this reoort .

1.4.1 A Brief Outline

Chapter 2 presents a general dis cussion of errors and how to define

error criteria in terms of the pole location and frequency response. The

concept of “ideal ” integrators is used to demonstrate these  error  cr i t o r ia
and to motivate the tunable integrator. Though the development also appears

elsewhere 1
~

1 ~1 
~~, the complete formulation of the zero-order-hold tur y)le

integrator is presented in detail in Chapter 3. An example problem i~ solveh

using that integrator and clearly demonstrates the tuning procerty . Chapter

4 presen t~ the frequency-response characte ristics of the integrator. In

Chapter 5 a root-locus analysis is performed and stability is evaluate n.

Al so in that chaoter is a short demonstration of how the frecuencv— response

and root-locus analyses can be used to initially tune an integ ator. The

importance of program implementat ion is discussed in Chapter 6, wherein the

difference in properties between two program codes using the same basic

m eth nh but programmed different ly. is chown . Sh~ np in e, et. al. have

noted the si gnificance of differing implemen~at~on upon the results obtai oed
w i t h GEAR and LJI FSUB , two packages usin the same fundamental methods.

1 . 4.2 ~ucL-qr ound Knowledge

in o r uo ~ to under s ard this report , the reader should be famili a r with

~cw~ ‘~~ I c  conce p~r f line ar and samp led-d ata contro l systems , anu of

nu c :ri ral ~n jl ysis . Soec i fically, th: reader should hr somewhat fa~~il i ar

~ t ol low ng: Laplace transforms , block diag raii s , transfer functions ,

root - l -~ ~ d’~a1ysis , f ronuency—response ana lysis , control-system stab i lit ~ ,

~~~ use and coi in co:’rensation , sanr pl in of continuous si gnals , the s,ir’ol ing
t r- ~~~ ’ . 7 _ t ra ns forma t ion~,, ~~fforenc e ejuatl ons, polynom ial in~e pnla t~rn ,

a r l c1asr~ cai mr~hods of numerical int en r an on. The true in teg r cto r is

c ntinue 4s and he no on ial inteara~ or is d’ ~c rete. Thus , fami l iar i ty wi t ’
n r c O p t S  In bo th rnnt i  r r uous u~~i discret o control theory is important

I
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CHAPTER 2

A Ques tio n of Er rors

In his “Ess ay on Numerical Methods ”~
11 , Hamming cites five main ideas

germane to the study of numerical methods. The first of these is quoted at
the opening of Chapter 1. Two other ideas , or concepts , are truncation and
roundoff error, the fu nd amen tal erro r sources of any numer i cal me tho d to be
implemented on a digital machine. Perhaps the most important consideration

for any numerical metnod is its error characteristics. The methods of contro l

theory provide a different perspective on the errors inherent in a numerical

algorithm. Tunable integration is a method of numerical integration that is

desi gned to take advantage of that persp ective and to thereby provide excel-

lent error characteristics. In this chapter we shall look at the fundamental

question of errors.

2.1 Some Elementary Preliminaries

Roundoff error arises from the finite length of the “word” in a digital

rr)mputer. Hence , any rumber that cannot be represented by a finite number of

binary bits (most numbers) must be rounded off by the com puter. The problem

is unavoidable,  and, as Hamming suggests , one can only do one ’ s best to mini-

mi ze its ef fects .  A principal problem wi ih roundoff is that it tends to
worsen as the number of computations increase or as computer word length
decreases. Thus , roundoff can be especial ly severe when using a mini or
micro comput or to solve a differential equation ove r a relatively large

(compared to the integration top size) interval .

Truncation error , on the other han d , tends to require smaller integra-

tion steps , sinc e it arises from the necessity to use finite polynomial

expansions to represent arbi t rary functions. In a typical classical approach

to the development of numeric al integrators , the inteqrand is expanded

polynomially and a truncated series from that oolynoniial is analyt ical ly
integrated over a specified interval to provide the desired integration

formula.

As an example, let us derive Simpson ’s integration formulaJ91 Newton ’ s

fcr~ard interpolation formula can be writ ten as

‘0 

- - .- - -  _—___._ ._~~•___._._.______ ___,-•.,_-- __~ _ _ - .__ ._ - - - - - -.-- — - -  ,— —----—-—~- -- --—-—- - - - -  —
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where 
~k 

is the polynomial expans ion of ~
‘ to n forward differences ,

= 

~m+l — 

~
‘m~ 

Let n = 2 so that we are approx imating j’ by a quadratic in

k over the three point interval 
~~~~~~

‘ 
~~~~ ~~~ 

as shown in Fi gure 1 below .

y

r~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
I

~1

k=O k = 1  k = 2

Fiqure 1. Quadratic Fit to y

The in tegrat ion over the int erval g i ves us

f y
2 

- y0 f = T J P kdk (2-2)

whore we note that dt = Tdk. Substituting for 
~k 

from Eq (2.-I) and then

~xpdn1 ng the for .,erd difference s. we obtain

2 -

y = y0 + Tf {0 +L~~0 + ½ k(k~i)~
?y0] dk ~ 

(;44; +~~~

k O  (2—3)



Equation (2-3) is Simpson ’ s ru le , wh ich has the general form

~n+2 
= 

3 ~~n+2 
+ 4

~n+l 
+ 

~~~ 
(2-4)

To obtain it, we approximated the integrand ~‘ by a polynomial truncated to

the second order (in k) and then ana ly t i ca l l y integrated to obtain the

desired result.

Trunca ti on erro r arises  from a l l  of the ne g lec ted term s i n the ex pans ion
of 

~~ ~ represents the error in approximating the true integrand by the

selec ted polynomial over the interval of integration. Clearly, the larger

the interval ove r which a given order polynomial is made to fit an arbitrary

function , the lar ger the errors will tend to be, and the more significant

will be the truncated terms .

The contradictory requirements of roundoff and truncation error are

shown in Figure 2.

ERROR

I

ROUN DO F F
- 

STEP SIZE >
<— NUMBER OF COMPUTATIONS FOR FIX ED INTERVAL

Fi gure 2. Error vs Step Size

2.2 An Important Aside

We have just derived the formula for Simpson ’ s Rule by truncating the

Newton interpo lution formula. Unless the function ‘ i t se l f  goes to inf in i ty
over the interval t 0~ tj ,  the error in the approximation wi l l  be finite ,

12
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an~i the erro r over a fin,te number of intervals will also be finite. The

integration of ~i , howeve r, is here a quadrature ; a given 9, e x p l i c i t l y  def ined
as a function of t, has been approximated over a known interval . In the more

general problem with dynamics , ~~‘ wi l l  depend on y, and errors in the computa-

tion of y will be fed back ~o propagate and perhaps grow without bound. In
such a situation , an unbounded error can arise in a f in i te interval.

The question of such growth in errors is a question of stability , an d we
will see later how the control system perspective provides a very convenient

way to examine the stability of a numeric al integrat or. Note for now that

many integra tors , of w h i c h Sim p son ’ s is one, may be acceptable for quadrature

problems but are patentl y unstable for the dynamic problem.

2.3 Errors From the Control System Point of View

From the discussion above , we can see how the c lass ica l  approach leads
us to the use of the integration step size or the order of the integrator
( i . e . ,  the degree of truncation) to the c~ trol of errors . Means are avail-

able to evaluate bounded rnaaritudes for the errors , an d can be found in many

references [l j,{ l O l , jllj . When one uses variable -step-size or variable-order

algorithms to control those bounds , one pays the penalty of problems in

increase h complexity and increased computational burden as the order increases.

Tunable integrati or are the control -the- .‘ ‘ ~~~
‘ an al-i sis provide an alte rnative

approach to error control , one in which neither step size nor order are

varied. Th e parameters tha~ tune the integrator control the error. Avoided

are the res art  prob l6m s of chang ing step s ize  (for the mult istep methods)
and the co~rp lex ity of higher order.

To discuss erro rs from the controi-system perspective , we must look at
the integrator itsel f as a control system . If we define a control system as

a collect ion of cornpo r’- fs and/or algorithms designed to take a given , known

or unc f-rt a:n, input signal and from it produce an output with certain desired

properties , then the fun ction of an inte gra~ nr is clear : the numerical inte—

yrator is a linear-transfer-function contro l system that takes an input

in~~’vacd and produces as if~ Output th i - in t~~ -al of the input. Schematicall y

w~ con r r t r~y this f unct ion as in He re 3.
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INPUT J NUMERICAL OUTPUT
INTEGRATORy 

_ _ _ _ _ _ _ _ _

Fig ure 3 , The Numerical Integrator as a Control System

The true integrator wo’ild produce the true integral at the output . How

far from the true int~grator the numerical integrator is can be analyzed in
terms of the transfer function (using the Laplace variable s ) :

G( S ’ = 
output (s)

/ input(s)

There are two fundamenta l properties of G(s), the analyses of which comprise

the heart of this report. These properties are 1) the locat ions of its poles
and zeros , and 2) the magnitude and phase character ist ics of its frequency
response. How these propert ies differ from thcse of the true integrator is a
direct measure of the performance of our numerical integrator.

2.4 The True Integrator
In the Laplace domain the transfer function of the true integrator is

Gt (s) = ~~
— (2-5)

This single pole at the origin maps into a s ingle pole at ( 1 ,0 )  in the

z -p lane , where z = eST . Thus, pole-zero maps of the true integrato r in the
s - and z-planes are s imply as show n in Figure 4. 

14
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Fioure 4. True lntcrrator Pole Location~

We should like any numer ical algor ithm to have a pole close to that of the

true integrator. We should also like as few additional poles in the algorithm

as possible , for addit 4 onai poles result in additional lag which tends to be

destabilizing, and they add to the complexity of the algori thm.

A second basic property of the true integrator is its frequency response

magnitude and phase. Subst ituting j
~ 

for s 4 n Eq (2 -5 ) ,  we have

Gt(jw) 
-

~~

-- = - (2 6)

The magnitude and phase are

t it is interesting to note that simply taking the z -transform of ~~
- woul d

give Gt(z)  = Z ~~~~ 
= 

~~~~~~~~ 

The corresponding difference equation is Xn+l 
=

Xn 4~ 
~n+l ’ which implies a u nit integration step in order to have any

practica l meaning.

‘5 



M = Gt(jw)f
(2-7)

= 20 log
10 M 

= —20 log 1

= Arg {Gt(jo)} = .g~0 (2-8)

The corresponding Bode diagrams are as shown in Figure ~~~.

02L~~
-2O~~ b - — - — —  — 

-— 

1
1
0 >

LOG 1O (
~
) LOG 10 W

Figure 5. True Integrator Frequency Response

Any numer ical algorithm should have magnitude and phase characteristics

close ly approximating the 20 db/decade gain slope and 90° of phase lag, at
leas t over the freq uency ran ge of interest .

These two fundamental properties of pole location and frequency response
provide a control system perspective for the anal ys is  of numerical integration
techniques that will be used throughout the remainder of this report. Varia-

tions in pole location , additional poles and zeros , variation of M from 1/,...,

and variation of ~ from _90
0 are all di rect measu res of the error in the

numerica l inte gration a1gorithm .~ We will la ter see a clear tie between

~The use of these cr i ter ia is not unfamiliar to the engineer involved in

simulation . 12 1, [13]

16
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phase and gain distortion and the classical concept of truncation error .

This will arise from the use of holding circuits to reconstruct sampled

si gnals. The reconstructed signals are simply polynomial approximations to

thei r continuous predecessors .

2.5 The “ Ideal ” Integrato~-
Having defined what will be our control system perspective, we can

deri ve a set of i deal inteorators that have the exact properties desired , but

only  for the des i gn input. These ideal integrators take specified inputs and

transform them into the corresponding known integrals for their output.
4

For example, consider an ideal cosine integrator. lThe z-transform s of input

arid output are

z (z - cos 
~d

T)
2 i.COS wdt} 

= 
z’~ - ( 2 cos WdT) z+I

(sin 1
~d

T) z
Z ~sin ~d

t} = 

~~~~~~~~~ (2 
~~ ~d

T) ~~

whe re ‘d is the desiqn frequency . The ideal transfer function is

1 Z~sir .dt ~ 
sin 

~~G 1 (z )  
~d d ~~~~~~~~~~~~~~~~~ CO5 wdT) 

(.~-9)

The Bode m -ag n it4 d e and phase are found by substituting e3~
T for z in Eq (2-9):

sin T
~‘ (j c )  

~~~T~~JTIT
Wd ~~ 

- COS

Thi s section ic based on ideas proposed and in itially developed by Ronald L.
Janosko .

tThis concept is not too dissimilar from the ideas presented by Fowler .’141

Note that we have the sampled frequency response G*(j~) and not the
con ti nuous - s ystem response G(j4.

17 
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sin ~ TM --—-------
~~

-- - fl + cos 2 
~i T - 2 cos ~T :os wd d

(2—10)

-j  Sifl wT
- -tan cos ~T - cos W

d
T

At the design frequency w d. these rela ti ons reduce to

Thus, at the design frequency we have the desired frequency-response charac-

teristics, independent of the time step selected . T here i s also only one
pole , thoug h its location will depend upon the value of wdT.

Wha t happens, however , if we use this ideal integrator at other than the

des ign frequency? If we let 
~d
T = fl-/6 (the sampl ing ratio is thus 1/12; i.e.,

= wdI(2 1T) = l ,’l2), Eqs (2-9) yield the data shown in Table 1.

Table 1: Ideal Cosine Integrator Frequency Response

wIW d ~d 
N L~) (deg )

0.5 1.80 0.90 - 69
0.7 1.37 0.96 - 79

1.0 1.0 1.0 - 90
1 .3  0.79 1.02 - 98

‘.5 0.69 1.34 -103

Both the magnitu de and phase character istics degrade as we move away from wd.
Note that both products , d M and ~~ ~~~~ drift away from un ity , whic h the
true integrato r produces at a ll frequencies.

We noted above that the frequency response at he design frequency was

independent of T. Concomitant l y, the acc uracy is independent of 1: the

lF  
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ideal integrator , not surp risingly, gives exact results regardless of step

size. This can be seen by vi riting the difference equation for the integrator.

From Eq (2-9) that diffe rence equation is

X +l = aX + bx

whe re
a = cos 

~d
T

b = _ _
~~si n w A T

U

Given the i n i t ial cond iti ons x = cos n
~dT an d x~1 = 

~d 
sin nw dT,we algebraically

obtain the result x +1 
= ~~ -- sin [(n+l)

~ dT], independent of T. Using the samen

example as was used to generate Table 1 , we can perform the numerical integra-

tion and see the actual errors . Let 
~d 

= 1 and T = - / 6  so that w dT = n~ -’~~ as
before . The data in Table 2 show ten integration steps each for e = 0.5,

= 1.0 = 
~d’ 

and ~. 
= 1.5.

Table 2: ideal Cosine Irtegrator Performance

S 1.0 -- -~~~ 1 . 5

X - “t 
x c

- 

~~~~
0 .518 1.5 0 O f  00- 0 . 5 55 ~~~~

1 . ‘7 1.00 ’ ).~~~ 10 I 0 .0~ 6 0. - S  3 r r 7  0.1 : ’
1~~ 71 l . 1 1 1.0 ~6 1 oo’; 1. - ‘iu O. -~11 ( . ( 1

~ -i 1 . 7 ,  i~~~’u O.~ ’s 0.. 05 0.003 (I ‘
~~

iJ1R I .oo~ • :/ ,  1~ 
r n oo ~ -0 . 171

. I - ’.~- ~ 0O0 1. 1 3  o. ::o I 0.0 ’ — L r ( 7  — 1

~~~~~~~~ ‘..:~o I. / f - ~’ 
_
~~~~~~~

j  I _~~. r r ~ —~~~.:7~
1 1 7 3  .0-36 -0.103 -c .Of. 1 0 .0 ~~ 0

- i - ~i: L ’ ~~~’ -•l .0O3 -1 .000 0.471 I
5 ?  0. 1 300 I b - - 0 . ~ ~0. :u 6 0.66 7 I ~, 

I 

~~~~~~~~~~~~~ .L~~~ —~~

1. , ( )  ~
- S l f l  ,,,t ‘~~ J (’ I l  . I I d t ( C  s u l O

~~~ 
= 
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~~
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The rela ti on between the da ta i n the two ta b les is c le ar l y seen i n the case
of w = 0 . 5 .  The magnitude is too small and the phase lag is too little in the

first table. The peak seen in Table 2 is less than the true peak and occurs

before it should , just as the frequency response data indicated. For u.~ = 1.5

the larger-than—ideal magnitude is evident , but the excessive phase lag cannot

be seen due to the spacing of the data points .

Some additional ideal integrators are shown in Table 3.

Table 3: Ideal Integrators

In put G(z)

u(t) T / ( z - l )

t T/2

eat

1 — cos C I J  
z+ls i n w t  --—— - . -=

d 
~d 

sin 
~d 

z—l

sin dT 1 
____COS CI td I~ z - c o s w t

*Tustin I s T ransforma ti on

From this elementary analysis,  admittedly using an example of quadrature
to make our po ints, it is clear how one can apply the methods of the control

engineer to the analys is of a numerical integrator. We have seen how the

ideal integrator lay be derived from the perspective o~ a line ar transfer

function. Its range of usefu l ness is , however , very limited. If we define a

sampling ratio r as foll ows

r = w / w , 
~~~ 

2’r/T (2—il)

20
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then , for the example given earlier , w = 0.5 corresponded to r = 0.04, =

to r = 0.08, and t~ = 1.5 to r = 0.13. We shall see 4 n Chapter 3 that this is
indeed a very limited range of the san inling ratio. If one were to design an

integrator from the grcund up using a control-theory perspective , a prime

consideration would be making the useful range of r as large as possible.

This is precisely what has been done in the development of the tunable inte-

grato r which we will discuss in depth beginning with the next chapter.
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CHAPTER 3

Intro duc ti on to Tuna bl e Inte gra ti on

This chapter begins the heart of the report : the analysis of ti table

integration (TI). In it we will briefl y rev i ew the formulation of TI , which

is the brainchild of ion M. SmithJ41’~
51 We will derive the zero-order-hold

TI (ZOH-TI) formula and will demonstrate its application to a second-order

differential equation. The following two chapters will present frequency-

response and root-locus analyses, respectivel y.

3.1 Basic Formulatio ~i~~
1

In Sm ith ’ s wo rds, the approach to developing the TI is one of “Synthesizing
a discrete approximatio n to continuous integration. .

“~~~~~~~ To do this , four

basic components are required : 1) samplers to represent the discretization of

the entire process of digital computation ; 2) a reconstructor to provide a

continuous signal from the sampled inp ut; 3) a compensator to enable contro l

of the distortion introduced by both the sam oling and reconstruction processes ;

and 4) an integrato r to integrate the compensated signal. Given these four —

components , there are two ways to construct the discrete integrator. The

first is to use continuous compensation as shown in Figu re 6a , and the second

is to use discrete compensation as shown in Figure 6b.

T~ r R C (S ) f ~ COMPENSATOR I 1/s

F igure 6a. Continuous Compensation

~~~~~~~~ REC0NST RUCT 0R j COMPENSAT OR 
___  ~~~ REC0NSTRUCT 0P 1/s

I Rc (s) L C(s) T R(s)

Figure 6h. Discrete Compensation

22
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Jwo famil ies of iritegrators have been qenerated by Smith depending upon
the type of compensation. In genera l , for the same compensator, the continuous —
compensation integrato rs are less comp 1 ex . Formulas for both types are

presented in [ h J .  Reference [6 1 develops a set of continuous -compensa t ion
foriuulas that ore l ess complicated than Smith ’ s . In t h is report I w i l l
discuss almost exc lus ive ly  the ZOH-TI. Let us now look in detail at the recon-

structo r and compensator.

3.1.1 The Reconstr octor
As s td ted , the reconstr uctor provides a continuous signal from the samples

it is provided . The domplex ity of the reconstructed signal , and i t s  amp li tude
II inase distort ion , wi l l  he a function of the order of the reconstructor.
Th a i o r d e r ’ is es sent ia l l y  the order of th~ pol ynolrl 4 al that is f it to the sample
pe~ n rs .  S inc e we are here f i t t ing poly nomials to data points , this process is
re lated to the process typ ically fol lowed in c lass i ca l  developments of numeri-

cal inteq rate rs . The difference arises from our cont rol-system perspect ive
and the use of a compensator which a l lows us to c~ nt rc l the errors ind-~~ed ty
the polyno~ ia1 apn ’ox i- na t ion .

The zero-order- - hold recons t ructor provides a s ta i r -s tep approximation to
o continuous si gnal as ohu~sr in Figure 7.

I I iI l

I I I I I
I I II I I I ! I

I i i I I i
I i i T ’  I I I t I

~1~

Fic Ii ~re 7. St, i r—S tep Arol -ox im ati on

- - --—----~---- —~~~~~~~~~



If we examine the response to a single sample , we see that it is simply a

rectangular pulse of magnitude equal to the samp le va lue and of duration T.

Since the sample is ideally an impulse, that rectangle is the impulse response

of the zero-order hold as seen in Figure 8 (for a unit impulse).

r ZOH ( t )

_ _ _ _ _ _ _   
U ( t )

- _____ ____________

TI

-1 I — — -  -U(t -T)

Fioure 8. Zero-Order Hold Impulse Response

The fi gure also shows that the impulse responue rZ OH (t) is made up of a posi-

tive step funct ion at t 0 and a negat ive step at t T:

rZOH (t )  u t ) - u (t-T) (3-1)

Taking the Laplace transform of Eq (3-1) gives the standard express ion for a

zero-order-hold transfe r funct ion:

- l-e s: 
SRzOH (

~
) (3 -c )

We could take the z-transfor”~ of R ann ~ rd that P7QH (z )  1 , but that helps

little since the transformation that must  be taken f I r continuous-compensation

TI i s Z f R CC s~Other re ronstructors that have been used to develo p TI formulas are fi rst-

and second-order and trianqu l cir holds , t b~ last  not being phys ica l l y  real ize -
able but - t i l l beino rrathema t~call y ce~u1 . Whi le  capable of improv ing

24
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accuracy, high-order holds add complexity and additiona l poles, both being
contrary to the objectives of simplic ity and minimization of extraneous poles.

This is one of the prima r~ reasons that this report deals primarily with the
ZO H_ T I .

3 . 1 .2  The Compensator
The function of the compensator is to enable control of the distorti on

introduced by the samp ling and reconstruction processes . Rather than utilize

the standard form of lead-lag compensators , Smith employs the comp lex exponen-

t i al form

C(s) ,e~~
T 

(3 3)

T ’ e  ~:n ~-~- a n ~eter~ and - w i l l  be seen later to be the gain and phase compen-
sat ion pa - ’ameters of the TI. If we let s g + .j; , then

I -- e

Arg ~C ( jj i

These re lati on - - show us that whi le  -. p r in d r~
’v af0 ec-.s phase compensation , ~

a l so af t ects th€ gain. We ~iil l see t h s  o x nli cit i - - in th e difference equation

~he
In ‘e~o ioy inq he compensator , Soi t ~ aosor -bs ~~

sT 
~nto the product R

~
C 

~~~
,

~f lll SfOrmS back to the time domain and then transforms the result to toe Z-
doma i n . I have, irl; tead . expanded the exponential and t runcated after the
snoo nd t ( rI  

i t t - ~c 1 v creat ing more truncat ion error , but the control
n(’ rs oec ’ iv e .i11~ wc me to monitor and c - ; n te r  the deliterious ef fec ts ) .  It is
in t - l is r~~r 1: - c  3 ha t  thu c ’ r t i n i i ous _ co : -~ensat~on in egrato rs of [6] were 

lu. - j .  The - o noe nsatu r used f i r  the remainder of this report is thus

C (s)  = :\ ( l  sI) (3-4)

It is inte re - t i n g  tha t ~ o r .h Smith ’ s approach and my approach give the same

reru ’ t f~~r Iho 7tH -T I.  The d isc rete con~pensatr ~t’ used by Smith is develop ed

u sinu a rr i a r qu iar hold and the co mpr- s~ to r ot En (3 - 4 ) .  When used as in [5 1
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with R
~ 

( see Fi gure 6b) being a zero-order hold , the r e su l t  is again the same

form as the continuously compensated ZOH-TI.

3.2 Development of the Zero-Order-Hold Tunable Integrator

3.2.1 The Transfer Function

Using continuous compensation , a zero-order-hold reconstructor and the

truncated polynomial compensator , we can redraw Figure 6a as follows :

T X~ (s )  Xe (s )
1 

- _______ ~ (1+6sT7] 
~~~ ÷ -

__—i_ -

Figure 9, ZOH—TI

Note tha t  the input X 1 (s) is sampled to provide X 1 *(s), and the cont inuous

output X (s) is sampled to provide X :,*(s). The transfer function of the

~ continuous path between the samplers is simp ly the product of the three
elements in the path:

X 2 (s)  1 -sT-T--w-r-)- = _ --— _ 

~(l + ‘~-sT) 
-
~~
-

By taking the z transformation of this , we o btai n ,  the total transfer function
between the input and output of this discrete integrator. Initiall y we can

write

G z) = 7 ~~~~ = ~~ z
Z 

~ s ’

From a set of transform tables such as those in [101 and [11 1 , we have the

resul t

tThough no samp ler exists between the recor istr ’uctor and compensator , the
• mathema tics of .~- tr a ns~orn’s allows us t° factor oat the term (l-e~~

1), the
tt - r ~-’~atin n O~~ ‘ - l i C h  ic  (~ -‘)/z.
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G(z ) = _________

(3—5)

=~~~ J
z—l

where 
. . ‘ 

-

p

- - -1 
(3-6)

q = - - - - --

Esuation (3-5) is the transfe r function of the ZOH-TI. Equat ions (3-6)

reiterate the earlier poirl t that y affects both the ohase and gain of the

integrator . More wi l l  be said about the frequency response and root- locus
character is t ics of this integrator i n the next tw o c~~i pters . hut for the

moment we can note that the pole-zero man of the basic  in tegr at o r  (an  e~en-

loop device) is as shown in Figu~e 10.

lm~- z

Re f z }
~=.33 ~=.75~~~,) 

(1.0)

Fi gure 10 . ZOH-T’ Pole-Zer o Map

There is a pole at (1 ,0) matc hing the true ‘Integrator shown in Figure 4.

There is also a zero whose location depends on y according to the relation

for q in Eq (3 - 6 ) .  For -
~ 

‘~ the zero is a lways w ithi n or on the unit c i rc le .
while for - i the zero w i l l  alway s be outside the unit c i rc le  (to the left
for 

~~ >~~n r t o  tEe ri ght for y < 0, though th e desirability of ever using

‘- 0 is very doubtful due to the excessi”e lag that would be induced). If a
loop were placed around the integrator to form a simple , first-order system .

then ir i ’ reasing the forward path gai n , p . by increa ring T would drive the pole

to the zero . For ~ the pole Wü~ii never “xi t the unit circle and the

27
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system would never go unstable (it would be inaccurate , however), while for’

sufficiently large integration steps would result in instability . This

will be clearly evidenced in plots to appear later in this chapter.

Th is brief analyses demonstrates the straight-forward manner in wh i ch a

numeri cal integrator can be studied using contro l system methodology . The

ques ti on of stabi lity w i ll be exam ined in more deta i l la ter , an d the re la t i on
between an exam i nat ion of th e actual integrator pole locat i ons and the more
fam i l iar , to numer ica l  ana l ysts , examination of thc equation for propagation

of the integrator error will be shown .

3.2.2 The Diffe~ence Equa tion
From G(z) we can readily find the difference equation that represents the

algorithm to be programmed on a digital computer. Eq (3-5) y ields the rela -
t i on

X 2 (z)  G(z )X 1(z)

(z-l)Y~ (z )  = AT [iz + (l-y)]X.(z) (3-7~

Since our object ive has been to desi gn an integrator , it is natural that x ,

be representative of ~ and x 2 of x . Hence we say

• x . x

an d rewrite (3-7) as

( z - l ) X ( z )  ~ \T [y~ + (l-y)]~ (z) (3-8)

We will , in fact, des’ianote equality when we program Eq (3-8). The measure of

our efforts wil l be how we M x does represent the true integral of x. Noting
tha t ZXn = X ,~4 1 ,  we wri te the desired difference equ3tion of the ZOH-TI from

Eq (3-8) in the fol lowing form:

= X ~ ~T [-~-~ 0~ 1 
+ 

- ~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ :~~ .
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The ZOH-TI is an implicit integrator , rocuiring ~~~ to ev a lua te
Therefore , a predictor-corrector procedure or an extrapolation of 

~n 
is

required . The effect of y is to weight the leading derivative 
~n+1 

versus
the lagging derivative 

~~ 
l~ecal l ing our previous discussion of the effect

of -
~ on the locat ion of the integrator zero , we can intuitively say that

~ tends to be a lag situation (destabilizing) and - > 
~ tends to be a

lead situation (stabilizing). This lea d-lag effect of -y will become very

cleac when we look at che frequency response in Chapter 4.

3 .2 .3  Phase-Shif ted C lass i ca l  Integra~ urs
Smith has observed that ‘ many of the widely varied c lass ica l  numerical

inton at ion formulas . . . are actual ly the same integrator , differing only
in t h e amount of phase shi ft of the integrand. ”1 51 Letting ~ take on the
valu e s 0 , , , 1 and 3/2 . we obtain four f a m i l i a r  integration fo rmulas from
Eq (3-~ ) as shown in Tanle 4.

Table 4: The ZOH -T I and C las s~ cal Integrators

Diffe rence Equation ( -  1) Name ]
0 X 0~ -, = + T~ 

- ______ - Euler

- 

X~~~~~~= X~ + 
~ 

(
~~~ , + 

~
) Trapazoid al 

-

- 

Xn+ 1 = Xn + T
~0+1 Rectangular

3/2 Xn+l 
= x 0 + ~~

- (3k~~1 - 

~~ Adams 2nd Order

3 .3 A :  E~ imple A ppl icat ion 171

Lons ider a clampe d second—order osc i l la to r  represented by the differentia l
equat ion

x + 2 ~~~ 4- = •~~2f (t) (3 - 10)

T his is the sc ~~i~ ex a mnl e as examined h-i Smith in [4] and [5~ . in 1 7 1 ,

explain the -asfln~ - f o r ’ d ifferences in ear  re su lts .

-—-

~
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where 
~n 

is the natural frequency , ~ is the dampi og coefficient and f(t) is a
forcing function. The Laplace transform of this equation is

s2X(s) + 2IcWnSX(s) + w~2X(s) = ~0
.TF(s)

We can draw the blo ck diagram of this system as in Figure 11.

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

L~~~~~~~~

Fi gure 1 1. Second—O rder System Block Diagram

The ZOH -TI was implemented in the fol lowing manner:

1. 8 0  x n+l were init ially assumed equa l  to 
~n and x n , respectively.

This is equivalent to using an Euler predictor.

2. Eq (3-~ ) w as used to compute xn+l~ 
which was , in turn , used to

ev a luate  x 0÷1 . The process was iterated unti l conver gence .

An anal ys i s of b loc k di ag rams w il l be done i n Cha pters 5 and 6, but at this
point it should he note° that the final block diagram of the software system

is not obtained by simply repla cing each integrator in Figure 11 with a ZOH-TI .

Tests have been run for a number of forcing functions (including step ,

impulse , and si r iso idal )  and the results are simi lar for each. We w i l l  here
present only the c~i e  of sinusoidal forcing at resonance ; i .e. .  f ( t )  = sin • nt

~
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I,

For this forcing function , the true solution is found by analytic means to be

x(t) = ~ e~~~ COS d~ 
s in  ~t] 

- ~~ ~I t  (3-11)

where 
~d = 

n 
/Ti~ is the damped frequency . The plots that follow were

computed us i ng - -
~~ 

= 1 Hz, •ç = 0.3 , and X = 1. The integration step T and
phase-tuning parameter y were varied.

From Eq (3-11) we note that the true solution is sinusoidal , having an

expanding , exponential envelope with a steady state magnitude of ~~~~
- = 1.67.

Figures 12, 13 ari d 14 - portray the results of solving the diffe rential equation

(3-10) with the ZOH-TI tuned to three values of : 0, 1 , and 
~2 .  respectively.

/—“ T=.lIJ
/
/ (scAc~ = x3)

\ I /

‘ I /
/ ,

Gt4~P1A — U.C~
)

I 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 

1= 
~~~~I

‘0.00 0. 50 1.00 1.50 2.00 2.S’~ 3 00  3.~~~ ‘1.00

I I ME

ri c~I:ro 12. ZOH- T I Solution for ~ = 0.0 
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~~~~~~~~~~ 

T=.O10

a
T=.IW

>~ a 
-

0

a

G~~A = L W

a
I I I I‘0.00 0. 50 hOC 1.50 2.00 2.50 3.00 3.50 ‘1.00

TIME

Figure 13. 701°-T I Solu tion for y = 1.0

These are the first three integrat ors shown in Table 4, and since it is well

known that trapazoidal integration is the best of the three , the results are

not surpr isinq. The sign i~ icance of these data lies in their explanation

aocording to the laws of contro l theory . It is from that perspective that we

gain the insight as to what we have obtained with the tunable integrator and

as to how we can ,-ie w al l methods of numerical integration in a coninon light.

So forget for the moment that we know these as three classical integrators .

All three integrators perform well at an integration step of T = 0.001

sec, and the curves plct ted at that step size closely match the true solution
of Eq (3-11). At that step, the sampling r~tio is r = 

d/w s 
.95 x lO~~ and

in Chapter 4 we will see why it is oerfecti y reasona b le for a l l  three to
produce similar results at that step size. In Figure 12, ~ = 0, and we have

32 
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a

a

0

- F — , , _ --—
~~~~~~~~~~~~ I I I I

‘0.00 0.50 1.00 1.50 2.00 2.50 3.00 3. 50 ‘1.00
TI ME

n iqure 14 . 7~ H-TI Sol ut -j : for y = 0.5

i n t ’ itiv e 1~ notci that this situation tends to produce a lot of phase lag. in

fa /., as we inc rease the amount of lag increases and the peaks are delayed
and the so lut ion diverges , havini, completel y b l o w n  up  at T = 0.100. (Note the
cha rge ‘H ‘;c-jle tur that curve.) Quite the opposite occurs in Figure 13 where

y 1.0. Ou r in tuitive feeling of 1 ead is butt re ed by the progressively

earli er occurrence of the peaks as T increases. Rather than qoing unstable.

however , sensitivity i~ lost and the solution decreases in magnitude , producing
a bounded rather than •in hounded er r r. Note that the shift of - from zero to

un i ty  has comp lete l y  chan ;ed the s e n s i t i v i t y  of the integrator to increases in
stel : size. The third figure of the senuence shows the results for a balance

he t’.aeor lead and lag. When ~ 0.50 we can increase the integration ste p by
two orders of m aqnit ud e and c~ i ll have -a faith ’Hl representation of the true

solut Hi.
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We are not restricted to discrete values of ‘
~~~, however, and therein lies

the beauty of tunable integrat ion. In this example, a of about 0.52 appears

to give the best fideli t y. The continuous shifting of the solution wit h

variat ions in ~ is displayed in Figure 15. This is the step response of the

system and the true so lution is

x( t )  = u(t)  ~e Tht ( W dt + •
~ ~~ sin w dt )  (3- 12)

a

a
~‘4 .

a I

a

t~~O,5 sec 

X

O.4~i 0.14~~~1
0.47 0.1~UY011
0.50 ~~~~~~ Ct= .WD

0 0.53 O.1~ 07~.1
U.% 0.13~~~l

1= O.liJ SEc

a

C I I I I I I I
‘0.00 0.50 1.00 1.50 2.00 2.50 3.00 3.50 ‘1.00

TIME

Fi g u re 15. ZOR-TI Step-Response Solution

The true sol uti rn at t 0.5 sec is x(0.5) = l .3E79l8 and this is seen to be

accurat ely reproduced by the curve computed with ‘
~ 0.5 and I = 0.001. The
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1~
remaining curves are computed for the valu es of ~ indicated on the figure ar.a
T = 0.100. For ~

= 0.53 the solution matches the true value to three decima l

places at a time step two orders of magnitud e larger than .001.

3.4 The Advantages of Tunable Integrati on

In this chapter we have synthesized a discrete approximation to the

continuous process of integration. This discrete numerical int egr - -~ car

possesses the controls necessary to manipu late its phase and amplituue charac-

teristics in a manner that allows tuning the system for the best results . The

ability to tune the integrator increases its region of stability and accuracy

at larger time steps (see the discussion in Chapter 5 on stability ) thereby

allowing for increased computational speed and decreased computational cost.

5) 
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CHAPTER 4

Frequency-Response Characteristics of the ZOH-TI

4.1 Why the Frequency Response
In Chapter 2 u-c saw how the performance of a numerical integrator could

be assessed by comparison of its magnitude and phase -angle character is t ics
with those of the true integrator as expressed by Eqs (2-7) and (2-8) and

portrayed in Figure 5. For this comparison we need to evaluate the frequency

response of the numerical integrator. This has been done in [6] for severa l

continuously and discretely compensated tunable integrators . The analysis of

only the ZOH-TI will be oresented here . Rosko M2] looks at the frequency

characteristics of a number of “discrete integrators ,” such as Tus t in  an d

Boxer-Thaler. and T0U H31 briefl y loo~s at a number of quadrature fo rmulas ,
such as rec ta ngular and Simoson .

There is a point worth noting before we proceed, and it is imp lied by

Tou ’ s use of the word quadrature. in the three refe renced analyses , the

frequency response of the open-loop int r :qration ~orrrula is evaluated. The
in fc’~m atio n so narnere d r~ ngot be used indis o r im ina n tl y in the evaluation of

sof tw a re for ’ the soluti on of differential enuations , for , in determinin g the

solut ion , th e dynamics of t.he diffe ”-°ntial equation and the manner of imp le—

m ent inq the algori ftni are important. This open-loo n frequency-response data

must be used with tho r information to get a full evaluation of the integrato r ,

but it is a usef ul and impor t ant part of the overall p icture of integrator

per - f e  
~~~~~ nce .

4.2 ‘~et ’ :ocl s c-f Evalu ation

There are a number of approa ches possib le to obtain the desired data , and

the choic e of .-.hich to use is relativel y free. Three anal ytic methods avail-

ab le are as follows . One can simp ly make the sub stitution z = ecl T , as do

Rosk-n and Tou, an~ obtain C*(j~) direc tl y from G(z). Smith t S
~ takes -an alter-

native app r a , ~b to he same end. He makes the transf ormation z = 
~

— —
~~ where

w = ,j t~ (.T/2). (A little algebra shnxc that th i s relation for z is equiva—

b ’ ’ ‘o 1 .T ) The third anal ytic approac h involves obt a in in o ‘he ac t u al

outp u t in th e z—do ma in by m ultiplication of ~( z )  and t’ie z—transfo~T of the

3h
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input and then taking the inverse transfo rc~atinn of the result. Dete rn inat ion
of the magn itude and phase is then by inspecti on; c.g.

A s in ( - t + - ~) Z ’ ~Z fs i n  t 1G (z)~ (4-1)

If one disdains algebr a . the frequency response can be determined by

actually integrating a sinusoidal signal and eva luating the amplitude and

phase of the resultant output . Thi s numerical approach is fraught with a

number of problems , pr i ncipally with respect to interpolation between data

points to find peaks and cross-overs cc ate sampling ratio increases. There

is also a bias çjenerated in the SO lut ion , wh~cb must be subtracted out before

any evaluation is made. The third analytic me tnod is ve ry  tedi ous , but it

does enable an anal ytic attack on evaluatin g th e b ids in the numerical compu-

tation. The r e m a i n i ro: two ~uprc -ac b - es are eq uiva l e nt  and either should be
preferable to the novice.  T 1ie met h od u~~d by Too and Rosko w i l l  be emp loyed

in what follows.

4.3 Frequency Resnonse of the ZOH-TI

Fo find ~~~~~~ we he~ in by writing the second of Eqs (3-5)  i n the
fol 1 owino form :

G ( z )  ‘2,LT~~~~J.

Now make the substitut ion z ’ e
_ 3
~
T and obtain

£ ‘ TI’) _ T
f tL. 3 \

- - * ( ) = ~~~~
_
~~

_ _ L  (
~ 

‘2 )
~ ~J’2 ~~~~~~ 

T/2 - -

Fror Euler ’ s equati on , WE’ L oow that

1kT/2 ~-i .-T /2sis -J/2 ~~
- -—-- - -

~~
-
~~ 

—

Hence, we car write Eu (4-2) as

r
k

( j )  ( - j p/2)

37 

— -5- 
_ _ _ _ _  _—- —‘~~~~~~~~~~~~~~~~~~ -5- -- —-5__-5—- -



- -- 5 -- --- - - ‘ - — - --- — -- - -_-- -~~~~~~~

Expanding the remaining exponentials , we obtain the resu l t

G*(jc.) = 
~~ (l-q) - j cot uT/2] (4-3)

This is viritten in a more useful form by aop~v in o Ens (3-6) to p and q and

noting that

ciT ci ci 4-4

The final result is then

= 
~~~~

- [ ( 2~ - l)  - ,i cot ;-~ ] (4 5)

The ma g ni t ucJ o and aroument of G* (j~ ) are r e a d i l y  found from Eq (4-5)

according to their definit ions in Ens ( ?- 7 ~ and (2-8) . The appropriate rela-
t~~’ r ’ 2  are

11 = ~~~ [ ( 2 ~~l ) ?  + n i t 2 r~~~
’
~ ( 4 - f )

cot r~ I (4 7)

These last three relations te ll us m uch abou t the oro nci ties of the ZOH-Ti ,

oropu rties which 16 1 shows app ly generally to all of the tunable inteqrators

developed to date. One general observation is that the ohase characteristics

of He ZOH-TI are inde orn dent of A , and denend on T only through r. The
oerf o rmance a t  a numerical intecr rator depends not on the frequency of the
m oot signal ncr- the lenqth of the intenration st e p ,  but upon the re la t ive
S I Z E -  of that step compane d to that frequency . A second observation is that A

and ~
‘ will have -, scaling effect on the output magnitude. Thus , we have a

simple analytic jus tification for Smith’ s observation that affects the

transient ren urise and ~~ . the steady state soluti on .~
41

There are two ty nas of sym nietr9 am- ~-aren . . One is the symmetry of M as a
functi on of about some va lue ~~; here = 0.5. Th us , the Bode riannitude

_ _ _  .— —5- ’  -‘——.“



olot for a rectangular inteara tcr  ( -~=l )  is the same as for an Euler integrat o
(-(=0). Smith observes that t h i s  arises nato - a l l y for the ZOH-T1 because “the

zero-order hold integrand reconstruction process introduces exactl y a half

peri od of lag which is compens atec by a half period of lead when -
~ 

= +

The second type n~ symetry i s  the nrir ro~ imaqery of a as a function o~
r. There is often , thpu~j h not a lways , a ‘

~~~~ about which equal displacements 01

prodoce equal d isp la eiien~s of ~~~. For the ZOH-T I the value of 
~~~~ 

is the
same as ,, (i.e., 0.5) and ~( )  = 9Q 0 for all r.

The last genera l p ror-erty is the aopearanc a of the te rm cot r in al l  o~
the gain relations. As r becomes small , this term dominates the exoression

for ‘
~ and all integrat .ors have approximately the same magnitude cba~acter~ s—

tics. If we expand the exn~’ess ion for ‘-1 wit h r <~ 1 , we find that M ~ ~~~~~ ~ r i

“i~-~ -- ~tH the true integrator gain slope of 20 db/dec ade. Since time pha se of

the in f eorator approaches ~gq
O for all values of ~ when r is smal l ,  we have a

very cogent denronst ’-ation of why small intec,oation steps result in satis f-~ct ury

uerformance by nearl y any integrator.

The Bode plots of ‘ 1
rj k 

a rv  t versus loq 10 r s ha w in Figures 16 and 1 7,
re s t e c t i - i e i y ,  were genera ted usin g T = 0. 002 sec. ~ue to information liniita-

tions of t h e sampling t~ :’nrerm , only values of r 1~ have been used. The

s ymmet ry of M and mirro r imaqery of -
~ are ev~dent, as is the 20 db/decad e

slope of M Hr ‘ 2 0 1 1  r. Thg slooe “c -m a ins at that ~a 1ue longest for
= 0.2 and 0.8 ,  these then b~ in•o the host cho ic es  far control lin u ar ’inl itu de

d is to r t ion .  It is in t e res t in - l  to note that at r = ~. (log r = -0.3) the output

of the t r on azo ida l  integ raf r~- would ha zero (since the int ra çrrar samples are

being tak e n precisely one - b a l e  re~’iod apart). We observed in Chapter 3 the

d if’t mr en ce in output of the secon d order system when t hrre was a lot ~f l e al

compensati o n (- i l ) and wh om here was oo - e (s =0) , t be la t t e r  case b r i g
uns~ able at l a - j e T (or r) - Both s i t ua t ions prod uce the s ar -e magn
cha rac teristics , h i t  arcat lv  di ~fere’ ,t uhase char act ri s t i cs .  for he open-

39
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Fiqure 16. ZOH-TI Bode Magnitude Plot

loop integrator. Since both gain margin and phase margin affect system

stability , it is reasonable to say that the phase characteristics are more

important to integrator performance . This was empirically observed by Smith t41

and is here analyt ical l y explained.

Gain and phase margin are defined by the relations

Gain M a r g i n  = 

~~~
‘
~-~~db 

for Arg [6(,i , )} = ~18O 0

bate ~argin = 180° + Arq { G( j , )} ~or G(j c i 1 ) I
These tprms are normally applied to the open-loon transfer funct ion. GH , o 4

~ ac lo sc -d - looo c a n t m - ~ l system.

40
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Figure 17. ZOH-TI Bode Phase-Angle Plot

Figure 17 clearly shows the lead-compensation effect of y for { > ~ and

the add i t iona l  lag ( beyond _ 9Q 0 ) when ‘
~ 

< ~~ . Just as was observed in Figure

13 , increasinq the integration step, and concomita ntly the truncation error,

does not necessar i ly  induce greater lag and ins tab i l i ty , though it does induce
error. The best tunin~ to control phase distortion is ‘

~
‘ = 

~~~, for then
90° Combining i deal phase characteristics and relativel y good magnitude

characteristics , the tra nazoidal inteorator is obviously, and well — known to

be , a goo d inte grat or . It ~s jntere stinn to note that except for y = 0 . 5 ,

all of the phase cu rve r pass through 00 or _ 180 0 of chase at r

4.4 T i r i n g  based Ucon t b  Frequency Response
Th~ feeoue :cy responsn- data for the 70H—TI have been related a f te r - ’hr-

f ac t fri th ’~ p r e v io us ly  di sr -i ss ed re s u l ts  of the seco nd-order system forced a ’

--5--- ——’- --- ~~~ ~~~~~~~
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resonance. One would , however , like to be able to use this analysis in an

a priori manner. For simple problems the approach is straightforward . A
tradeoff must be made between the competing demands of amplitude and phase

fi delity . If there is a clearly dominant frequency in  the intearand , then the

appropriate combination of sampling ratio and tuning can be selected to meet

the criteria of the problem , -such as total solution time or computer cycle

time . When there are multiple frequencies of equivalent importance, the diffi-

culty of tuning is greatly increased. When a single integrator cannot be

tuned to cover the frequency band of interest , then one possible approach

would be to spectral ly separate the integrand prior to integration with
recombination after integration. The complexit ies of such an approach and the
dif f icul t ies imposed by nonlinear problems have not been examined by this

author. In very complex problems one may be left wi th no al ternat ive but to
tune the integrator empirically , in any event , frequency response data such

as shown here should not be used alone , but in combination with other analy-

tical tools such as the root locus. This will be discussed in the next

chapter.

Return briefly to our example problem of the previous chaoter to see how

we mi ght have proceeded in an a priori manner. If the objective is to maxi-

mize the step size wi th phase error the prima ry criterion , then one would

choose y near 0.5. Making ‘
~ 

a l i t t l e  l ar ger th an 0 .5 gives a cushion of phase

lea d and also improves the magnitude characteristics. The values of r =

for the four time steps to be considered are 0.95 x l0~~, 0.95 x 
1O_ 2 ,

0.47 x 10 ’ , and 0.95 x 10 ’ respect ively for T = 0.001 , 0.010 , 0.050 , and
0.100. The logari thm of the largest value is -1.02. Looking at Figures 16

and 17 , one can see that a value of y only a litt le larger than 0.5 will

provide nearl y ideal ma gnitude and phase characteristics. Thus, one sh oul d

expect that y 11. 52 will allow use of T = 0.100 . The value of 0.52 was used

to generate the step response of Figure 18. Compare this figure with Figure

15, and note the increase in range of allowable step sizes that is afforded by

proper tun i ng. Clea rly, frenuency response data can aid in the selection of

the inte m r a tion formula to be used in the solution of differential equation s.

4~)



- 5 5 55 -~~~ -5-5-5~~~~~~~~~~~~~ ._ - - -

a

r T~’.O1O

/~_T=.~ o

/
a0,

’

1= .]IXI
a

).( t~~ -

acn 
-

0

0.52

a
— I

‘0.00 0.50 100 1.50 2.00 2.50 3.00 3.50

TI ME

Fioure 1 8. Z0 H-T~ Stea Response with = 0.52

--- — - 5 - — ~~~~~~~~~~~~ 



CHAPTER 5

Root—Locus an d Stability Considerations

5.1 The Approach

The ZOH-TI has a pole at z = 1 and a zero at z = q = ‘i-, as sh own i n
Figure 10. Changing the value of y shi fts the location of the zero, and it

also has a pronounced impact on the output of the integrator and its frequency

response, as was demonstrated in Chapters 3 and 4. The frequency response was

evaluated for the open-loop integrator , and the pole-zero map likewise applied

onl y to the integrator it5elf. To perform a root-locus analysis we must
implement the ZOH-TI i’n a close d-loop system . How important the manner of

implementation is will be shown in Chapter 6. We w ill only examine a first-

order system so that the details can be kept to a minimum level of complexity.

After looking at this root locus , we will discuss the assessment of stability

using the root-locus together with the frequency response.

5.2 Root Locus of a First-Order System with the ZOH-TI

5.2.1 The Implementation

We consider the differential equation

TX + x = f(t) (5-1)

where T is the system time constant. The block diagram of this simple fi rst-

order system is given in Figure 19.

F[s Li l  ~~~~~~~~~~ ~(sL[ X(s)____

Figur e ‘9. First-Order tystem P1oc~ Diagram
’
~

In the d iar i ra r - we 000 H remove the l/~ blocks from the input and feedback
pa~~s by replacin g 1 ,-s w i +F i i / c . Th 1s fprr o~ simp l ifi cation wi l l  be done
in subsequent bl ok di agr~ ;.

a a
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We have seen that the ZOH-TI is an implicit algorithm , requiring some

type of predicto r for Xn+l o r ex tra po l ator for 
~n+l 

we s hall use an Euler
predictor in combination with the ZOH-TI corrector. The section of computer

code dealing with the actual integration of ~ coul d be p rog ramed in FORTRAN
as the fol l owing sequence of steps:

Y = F /TAU

DX 1 = Y-X/TAU (5-2)

Xl = X+T~0Xl j
DX = Y-X l/TAU

>- (5 -3 )
X = X1- L~d-1DA~~ i GAMMA *DX+ (l_GAMMA )*DX1 ) 

J

Equations (5-2) reoresent the Euler predictor and Eqs (5-3), the ZOH-TI

predictor. We assume that -‘ is evaluated prior to Eas (5-2) and that the

appropriate iterative loops are defined.

Let us look at these enuations as recursion relations and attempt to
+

fol l ow the flow of inH nm ation throu gh the software . - Neqlect for the moment

the association of any time base with the variables, since we separately track

the independent variable on the digita l computer by increm entini it with the

inte gration step. Suppose that we are in the 100th pass through Eqs (5-2) and

(5-3), having completed 99 passes. Subscripting the variables to indicate the

number of the respective evaluation , we can now wri te

V 100 
= F100/TAU

DX 1 100 
= V 100-X 99/TAU

‘~1 V 4 ”*fl\fl ( c 4 )-- 100 99 100

Y 100 -X l 100 / TA U

= X r0 +LA ~ DA*T * (GA M~1A*DX 1g0 +(l GAMM A) * DX l iüü )

We could more sionl y writ e )Xl = (r _ X) /TAU , but have chosen this form to
relate to  the subsequent d is ro ss i o n  on impleme ntat iun .

b’ idea for this approach - -~~~~ ‘= o\’i-’ed by J. ’l . Sm it H in private conversation .

‘ iS
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Note that X99 is the stored value of X until the last computation .

At this time , assoc iate a time base with X and , recalling that Z
~~

Xn+l = X,,~
identify the increment T in time wi th a unit increment in the subscript. Thus,

we can transform Eqs (5-4) into algebraic form:

Y(z) = F(z)/r

DX 1(z) = Y (z)—z~~X(z)/’i

Xl (z) = z 1 X(z)+T DX 1(z) (5—5)

DX(z) = V (z)-Xl(z)/T

X(z )  = z~~X (z~~~T [~DX(z)+ (l-y)DXl (z)]

5.2.2 The Block Diagram

It is from Eqs (5-5) that we can derive the transfe r function of the

software algorithm and then perform the root-locus analysis.

The question at this ,juncture is what is the appropriate transfer function

for the integrator ’? Is it X/DX or is it X/OXl? Since Xl and DX are internal

to the algorithm , we should seek X/DX 1. From the last of Eqs (5-5), we have

+ ~~J Z D~jZJ,, (5-6)D X 1 ( z )  z—l z-l DXl(z)

~Ie can obtain DX/DX 1 by subtracting the second and fourth of Eqs (5—5) and

then subst i tu t ing for X l from the third. Proceed ing, we have

DX1 (z)-DX(z) = ~~
- [z X (z)+T’DXl (z)-z ’X(z)J = 

~~~ DX 1 (z)

or

DX(z) - 1 T ’  (5 7)DX 1 (z) -

Combining Eqs (5-b) and (5-7) we get the desired relation

= \T (l-yT/T) _~~~~~ (5 -8)

This same re sult c oild he obtained from the methods of block-diagram man ipula-
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1

tion , or signal -flow graph analysis , by d rawing the diagram corresponding to

Eq (5-5) and then reducing it to simp le form.

Equation (5—8) is the “integrator ” transfer function. The integrator -~c

have , howeve r, is a result o~ the manner in which we implemented (or programmed ,

if you will) the algori thm . We did not simply substitute Eq (3-5) for the

ZOH-TI and T/(z-l) for the Euler integrator into the 1/s block of Figure 19.

In  ‘~act, we d i d not even program a true Euler integrator as can be seen from
Eq (5-5) and will be -~ade very clear in the next chapter.

In this formulation we note that the position of the open-loop zero is no

longer a function of the val ue of ~~ . The tuning parame ters , as well as the

ratio 1/- (which is analogous to our sampling ratio r = w/w 5 in the frequen~y

response), now affect the forward loop gain. As this gain varies , the pol e

Toco tier will change . thereby tracing out the root locus.

The integrator of Eq (5-8) can now be incorporated in the overall seft-

ware system by noting the inputs to DX1 and the feedback of X given by Eq

(5-5). We will see from the result that this will not be equivalent to simply

substituting Eq (5-8) for 1/s in Figure 19. The inout s to DX1 (z) are ~
- F (L)

‘i nd X(z) te d  back through z ’~
1/ 1. As noted ~or 8i gure 19, the 1/i factor can

be ‘loved to the forwa rd-p ath side of ~±e summing ,iun rt~ on. With this simpli-

fica tion we ha~e the hloc~ diagram o~ ~iqure 20.

F(z) ~~~~ . 
DX1(~~) 

___  ~1 
_ _ _ _

_ _  _ _ _ _  _ _

L 
_ 

_

Figure 20. ZOH-Tt/Euler Impl~eentation of T X  + x f

Comp a r ison of Figure s 19 a’d 20 showt th ai the key difference from direct

sih o t i t - t i o n  p f  En (~ -8
’ f -~r 1/s is the ‘elay in tb,’ feedhac~ loop that is

‘b e to th i- Euler nred r t o r , Th i s delay has a s i - in i~~i c -~nt impact on stab i l i ty . 

---- ~~~~~~~~~~~~~~~~~~~~~~~~~~ - - - - --- - - -S- - - -’- -- --
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Another interest ing comparison shows the advantage of using the ZOH-TI

for the corrector in this analysis. If we retrace our steps using a rectan-

gular integrator instead of the ZOH—TI , then the block diagram of Figure 20

takes the form shown i n Fi gure 21 .

- 
F(z) r~~ 

L1J l — T / r

Figure 21. Rectangular/Euler Implementation of TX + x = f

What the ZOH-TI provides is an ability , other than by means of step size , to

control the forward loop gain and to thereby contro l overall system stability .

Note that in both diao rar~s the b1oc~ Tz/(z-1) appears: this is the open-loop

transfe r function of the rectangular integrator.

5.2.3 The Root Locus

We ini t ially need to compute the open- and clos~- --l -lo op transfer functions.

If the fo rwur d path t r a n s f e r  f u n c t i o n  is designated as G(z) and the feedback

path as H(z), then Figure 20 tells us that

0(z)  = 
AT ( 1 - 

~~~~~~~ 

z

and

H(z) = z ’

The open-loop transfe r functi on is the product of these :

GH ~ G ( z ) H ( z )  (1 - (5- 9)
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~ -e complete , closed-loop trans fer fun:tion X (z)/F(z) is given by the relat ion

~ L Z J AT ~~~~~~~G Kz
F ç z )  = CL Z i+GH Z T-J~ 

‘. 0

where

K = ~ - 
~- ) (5-11)

Equation (5- 10) is the transfe r function of the computer sof tware that solves
the differential equation x + x = f w~ 

th an Euler predictor and a ZOH-TI

corrector. One could in fact very simpl y replace the entire algorithm of

Eq (5-2) with the single difference equation corresnondi ng to Es (5-10); i .e.,

= (l-K)x + k
1 (5-12)

Takin o x(t=0) = 0, f ( t )  u(t ), T = 1 sec . T = 0 .1  se c ,  ~ = 1 , and = 0 .5 ,
we f ind the values of x at t = 0.1 ~c c  and t = 9 .2 sec to be respect ively
0.095 and 0.130975 0~’ Oath Eqs ( 5 - 2 )  ay; d ( 5 — 1 2 ) .  The d i ff i cu l ty  (or perhaps
advantage , depe n ding on one ’ s ner srectii e) w itH ~r ~i5-l2~ is t’ e reed to

pr ed- ot the fo rc i n- i  r~ c t  ion f(t) rsther thor the state ; at ~~~~
The root locus maps the change in pole locati - ’ as the forward-o ath gain

increases. Begir ,ni r q at the open-lo on oo~~tion t ooles move toward the

open-loop zeros. Equations (5-9) and (5-10) show a single open loop pole at

z = 1 and a closed-loop zero at z = 0. Th-o s , the singl e pole takes on the

va l ue I-K , and as K increases it moves from the point (1,0) to - ‘ along the

Refz} axis. W hen K = 2, the pole is at (-1,0). For HT/ - safficient ly large

we could make K < 0. but that would immediatel y make the systerl unstable.

Hence , we plot the root locus as shown in Figure 22.

See ~6j, or any other s in il a r text , ~or a discu ss ion r- 1 sampled-data cont rol
sy stem anal ysis.

~~0tp ftat we are no lrn i, ’r de si n r in p a sir~oie in~eurator , so that this cole
I
, z = I is not ne oo s ’aril .- ideal.
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Fiqure 22. Root Locus for ZOH-TI Euler Implementation

“he root locus can now be used for two importa nt analyses. The first is the

matching of the pole of this discret~ model to that of the continuous sys tem .

This type of ana lysis is performed in [741. Our attention in this report will

he restri cted to the second use of the root locu s: stability anelysis.

5.3 E t a hi lit y Cons iderations

5.3.1 General Conwents

Recall from the frenuency—response a’ialys i~ tb~ t stability does not

guarant or- accuracy . and thus we see bow to use the frenuency—response analysis

a’ on~ wi ft root _ 7’ous analysis. Fide lity of the integration c ~n be speci fied

by ex am in a t in r of the fo rmer and stability of the result can be ascertained

from the latt er. One can also combine these two analyses with root-matching

techniques, aod then trade off the competin c renuirementS .

Before t- rocee dir u, r, to that stability inform ation is also available from

the Bode plots of Chapter 4. Tl~p gain and p hase margins both be ing greater

than zero is the indic ator of stability , where

Gain 0a~ain = - 

~~~~~~~ 
for A m {G(ji~~)) = ~l8O

O

(5-13)
Pha n M arn in = 1000 + Arq fG ( j~-~ )1 for c 1(i . ) = I
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From rigures 16 and 17 , it is apparent that s-hose ioan ti t ies are not necessa rily

readily found for the simple integrato r . In these fi gures , -a
1 

corresponds to

log “ = -3.5, ~or which the phase marg in is t~ +90° rega ’dl ess of’ 
~, - The g a i n

ma rc -n. h o w ese r , ‘nes not exist for - 

~ 3.5. For <‘ 0.5 it is the negative

va lue of the gain, in db , at r = 0.5. These data alone would tend to ind icate

th- : t no stability problems should occur for enj value of -, s h Hw - . The irtt egra —
4 c ) r , however , is part of an overall system and its lag, contributing to the
sys t e m s lag, can proc uce instabi l i ty . Nnte also that T just scales the gai n
in Eq (4-6) , thereby onl y serving to shift the magnitude plots along the

ordi nate . As T increa~~s , the curves shift upward and cause both gain and
sh~ se margins to decrease when ~y < 0.5, thereby decreasing sta h i lit s ’ . When

~ > fl .5, the gain marg~n decreases but the phase margin increases . Thus, v~~

hav t- i~ t another hit of insight as to w r a t  she inpact of chanqir in step—s~ze is ,

insight w i t h  a di fome nt oersoective ‘tar tha of truncation error. We a lso
see why the frequency-response data should be used in conjuncti on w ith othe r

anal yses su h as she root-iocus , since the former i5 not conclusive.

5.3 .2 A n ,a lys i~ cf the First-O roer System

The r,’ iun of ct ahi i ity in the z-oiane lies w ith in the unit circle , and

th refore thr - sanol nd-- data system resr’~sented by En (5 -10)  (which is our soft-
ware t rdn sto r funcf ’ sr ~ is stab le  fc- r values o~ K ~n the interval [0 ,2 1. Th i s
in terval  present s us w it h a ranqe of possible values for the tun ing para meters
A and y anc. tm’ sampl ing ratio T/T , all of which - i l l  y ield system stability .

To see .‘ihaf c~- r i i e s  of v might b-~ avai l ab le to us , l e t  S = 1 ; then the

l imits on ~ ‘i i v e

0 <~~~ 
-

~~~~ 
- 

~- ) (5- 14)

A r~ot u t dc,n - ,’~~ab1e values 0 F y versus T/ T  ~n~-n takes the form of Figure 23.

5~
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Fig ure 23. Stability ~eqion for Tuning

It is interesting ~o note that the l ower bound -on generates the upper bound

on and vice versa. This is qu - te lo gica i since larger values of K move the

sy~~teI toward s instability and luwer values of move the integrator towards

instabili t y. This figure also parallels the results of Chapter 3 in that it

poir~s out tha t for small values of T/r , the bo ice of ‘
~ has much latitude.

( te e , far nxai npl r ’ , Figu fes 12—14.)

5.3.3 A Tria l Solution

We have looked at the frequency re~pç,nse of the 70H-TI , and we have looked

at the -a~ l ocus  of  the 70H— TT/Eu ler nair app l~ ed to a first order system and

the st oh i l it . v implications o~ that aDpl ication . A hr i e f example demonstrates

one possible approach to tuning based or toose anal yses. Let = 1 sec ,

f cos t (w = 1 ra O /1( ) and choose an i,~~r ura *or wi th as large a time step

as possib l e to live r e a- nab n fide l t~- F~nures l~ and 17 show that for -
~ in
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the ~‘dn3e 
4C to .51 we f t i n  a fa~ rlv goo d r i O 0f l~~ t e  ~naoa c te r i S t i  cs up to

abou t log r = — l or r = 0.1. F~ aure ‘
~3 shows- this sPoul d be well w ithi n the

renion of stabil i ty of th~ system , and t h a t  wr should be a t le  to ar ra rn a ch tb~
informati on limit o f T/~ = ~~. The value of r would im cl - c T = ~-- = 0.63, and

= ~ oould imply T = 0.5.~ to t ’ s be conse r sa ’ i v o  and choose T = 0.2, a~ icb

gives r = 0.032 and T/T 0.2. From Figure 15 . we see that 
~db 

for = 0 .032

(log r ~ -1.5) is a L o u t  -1± db. Sin- s r t h a T  ‘H cure was produced for T .002

rather than T = 0.2, we raise the curv 40 db and see that S should he about

unit y (since l/u 1 gives the tsi e int ’ arator gain as zero as and this is

what w~ have).

The tr ;e soluti es to En (5—I ) -b en f(t ’- = cos .t is

x~ ( t )  = 
÷

-~~--~~~~. ~~~~ + ~~~
-r~~~~~~’- (cos .t + s in .t) ~5-l5)

Using S slf gh tl y iara~’r than un it y , 5 = 1.01 , and = 0.51 , the ccnin ute~
solution x~ (nT) compares to the ou e  solut ion as shown in Table  S. The Va Hue
of the sale K is 0 . 18  ‘°-om En: (5—1 1 ). Thounh not. p rovid in g excellent accuracy ,

this s i r r p l n  combin at ion o~ the Lu ler md 70f -~- T i  has - or ven a r oas o r - ab le  - - pro-
duction of the true s n l u t i - n .  Set te r  tun inç and a sli ghtly snaller time s ten

wou ld imp rove the resu~ tn . Ac ’J ’ac, was not ‘Or po int  of t h is  demon st ra t ion ,
nown ju m. The ‘ h - j u c t i v o  we t so scow n r ~i one coul d in tiate the tun in] process
by us i nj  t O  frct i ioo -— y— ret-ç c nse and r et—locus data .

~ote ‘hat r e  cr it e r i a r’ei~ ects samral n q mp la t ’v e to the input i (t) and the
uth~ ’ rela t i - i - to the - v ~tr~r im r- constant . -1n ho ld not exnect two such
similar val u es o~ T to arise in g E ’ n - r l .

Since I s c a l e s tb~ - ‘ u r i t u d ~ , ~s ~f -swr by En (~ -6~ , the curve fr-r 1 0.2 is
simnl y -~i) -f h ~~~~~ for — 3 9fl ’ )

-5- 
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Table 5: True Solution vs ZOH-Tl /Euler

T r~
’
~
5- ’ - 

ZO H-T i / Eu 1 e r
xt (t=nT) x c (nT)

0.8 .482 .458

1.0 .507 .473

1.2 .497 .453

3.8 -.713 -.705

4.0 - .714 - .720

4.2 - .688 - .708

6.8 .681 .698

7.0 .705 .708

7.2 .701 .690

13.0 - .692 - .704

10 .2 - .707 - .706

lO. i - .694 -.680

wou ld ma ’e ne coca po i nt before proceed ing. ~ the z-transform of

os is i-el m inli ed c TCL ( 7 )  fror, Eq (1-10) and the result is expande d by

pa~ t ial ~~- 1 , io ,is , one ~i t hc terms will ~iave the factor 
~~

—

~

--

~
--yy• The solu-

t ion curr ponen n co es pondin~ to this ten~ has the  form C [l~ K ]~~
1 , where C is

an e xplici t f i c t i o n  of K , T and w. This is the term corresponding to the

in En (5—15), ari d -~ihor K > 2 it will os cillate with increas ing

Si7 r’ . correspond ing to the pr eviousl y i denti~~ed instability for values of K

greater tnan two ,

5.3.0 St eb rl i t y froir Two Perspectives

-- r en t nu r m - n i cal ana 1 ysts talk about tee stability of a numerica l

proc.edu ro , they r -?ta r to the ernoaqation of errors through the algor ithm and

q I J ~ st~ or1 wh ether - - r not an error introduced at one point will die out or grow

without  bounh . Rosko oresenth a clear p r e s e n t a t i o n  of this type of analysis

i i -  I l2~ .

Following on ;k o ’ s pre .r- ’ ta t i on . taI~’e ~h e -i ril tistep method
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x~~1 
= a~ x~~~ + E~~~ b .~~~~i + eRn 

(1-16)

.-~here eR n 
is the roundoff err o r at ti c step. A s im i lar  relat ion holds fe r

the t rue v a l u e  of x at t~~1, whe n eR n 
is replaced by e T , the local truncation

error. The difference between the two values ~0 x is the error, and i t  -ece a-
gates according to the re la t i on

m m
e
0÷1 

= a ien j + T ~~ 
b i en~ i + E

where E~ 
= eT - eR .  Given that ~ = f(x ,t), the roan-value theorem allow us

to write this relation as

(1-Tb 1~~~ 1 ) °n+l = ~~~~~ + - 5 b
i f X n~ i 

en i  + E~ (5-17)

where

~
x r x (~ r~

tn ) and € IX n~
X
t(tn~~

l

Typically , the a s s - m e l  ion is made that is at worst slowly va ry ing, so

it is taken as a constan~ , ~~~~~ . The charact .~~ stic eauat~on correspo~cii n o to
Eq (5—17) is t hin . in c onan of z,

0 = o(z) = ~l- 5Th l f~
l Z
m+ 

- + T b f )~~~ (5-18)

To he staHe i~e i t  a ll cc ’ - an t s o~ Eq (5-18) to l i e within the unit circl e ,

Cons ion. ‘ - i  ‘-~ a 1 1 e, an r u l e r  integrator . The re lat ion x n+l = xn 
+ TX n

gives from En (5-16)

m = 0 (1-step integr ator)

a
0 

1

b 1 
= 0

N 1
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Equation (5-18) becomes

0 = ~1 (z) z - (1 Tf
~
) (5-19)

and we have the criterion for stability as

1 + T f
~ 

1 (5—20)

For f real , we have the reaion of stab i l i t y c ite n by the relation

Tf €[—2 ,0] (5-21)

Compare this result with one obtained via the type of analysis oresented

earlier in this chapter. For the first-orde r system ~xarnined , as we will see

in Chapter 6 , a true Euler integrator can be icrj lemented to provide the block
diagram of Figure 24.

Fiqure 24. True Euler Implementation of tx + X = f

The c losed- loop transfer function is

TCL (z )  ~-J4,~ - (5-22)

This is stable for

(5-23)
0 < T / ~~ < 2

These relations are identical to Eqs (S-20, and (5-21), for =

86
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Now conside r Simpson ’ s integrator (see Eq (2-4)), in the form

X941 X
0 1  ~ 3 (X ~~~ 

+ 
~~~ 

+ 

~e 1  (5-24)

Tb-n narameters of Eq (5—16) are

m = 1 (two-step integrator)

a0 
= 0, a1 = 1

- 
b 1 

= 1/3 , b0 = 4/3, b 1 
= 1/3

and the characte ristic equation is

0 = 
‘2 (

~~~ 
= (l-T/3 

~~ 
Z2 - 4T/ 3 ~~ - (l~ T/3 f~) ( 5 - 2 5)

The roots of this quadratic are

= --~~~~ -- -~~-~~~-~-- -

Rosko notes that for all ~ ~l va lu -a s of Tf~ n p  or tne other cf these two

roots will be outside the unit  circ1~ , except the Tf
~ 

= 0 which ruts the two

— - t S  on the unit circle. Thus , as we ~o ir i L -O o ut in Chapte r 2, th ’s inte—

Orator ~5 not sui t able f r  so~vi n~ di fe ’e- t id l  ‘ qu c tions

we look at the ba sic inte qratc- i transfer function , as was done in

Lh - r : -  t~ r 4 , i C C f l  for ~~- n ’ rn  ‘ S ieteqrat r we ~‘ave

2 
~~~~~~~~G( ~

) = :: - 
2 

-
z — l

The poles ot the int eera - or i~~- tt lf , wi tho u t regard t i  the syster it is

emp loyed in , are a f  z = + 1 . and the zero outside the unit ci rcle at -2—s ’

will t’t~~rac~ a pole whenever the in teqr ato r is implemented in the solution

o 1 a d i f fe r -n t ia l  equ at ion.  ~lea rly an urct - a h ’le s i tuat ion.

57
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Thus, in these two cases at least , loo k4 nn at  either the erro r equation

or looking at the basic inte ’3rator transfe r ‘u r c t lor or the overall softwa re

transfer function has ied us to the same conclus ion.

Observe that for both t he Euler dni d the Simpson inteorators . the

rh ara cteri -tic polynom ials of the basic int e’rat or are the same as for the

respective error equation , Eqs (5-19) and (5-25), when the dy roi rt cs are

neglected; i.e. ,

Euler ~1 ( z )  Tf ~=0 z- l

SiniDson o
~
(z)!Tf =0 

=

The re lation between what ~as been done in th is c- port and some of the more

familiar appr oache~ to stability is now a l i t t l e  c learer .  Looking at the
basic integrato r pole locations gives a quick look at stability independen t

of system dynami cs. A feel for what will bano on at re’ative ly small time

steps is gained , trir thee Tf
~ 

<‘- 1.

The frequenc y ressonse data are based upon sa m pl ing rat ios re lat ive to
the input si q rl al f. lee root locus ana l ysis , and the error propagation

analysis , are dependent upon sarnpl inq re l a t it e  to the characteristic system

frequencies (recall t h e imoortar,ce of T/- in our anal ysi s of this chapter) .

Therefore , - -~e hav e 
t o raflulated in these last three chapters an initial capa—

bi l ity to de ign , using control-theory methods, an integrator to meet

cri teria for sam pl in q relative to domin ant f’-ec eencies in both the driving

k 
f u n c t io n  and no sv- ,t- - ”- it ~~r’lf . The approach is not yet fully or rigorously

defi i d , but a be mj i nn in n has been made.

SE 
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CHAPTER 6

The Effect of Implement ation

6.1 ~h y Worry?

One mi ght  easily be tempted to take a given numerical alqorithn s and

program it for the computer in any convenien t manner without regard to the

manner of programmi nrl . That prooramminn , however , has a significant impact

on the perform a nce of the software and can make the diffe rence between a
successful sol uti on and an unsuccessful one. Shamp ine , et. ali2’ noted this

hen e- mena w i t h  res eec t  to the GEAR and DI FSU E routines which use essen t ia l l y
the sane nurieri ca l m~tno ds . 0

To fully ana l -ze a eaccaqe as lance as GEAR or OIFSUB in the manner of
this chant er wn’jld be a tremendous ondert aL i no , and based upon the success of

tnos e rou t ine s  -i iotil d not oe j u st i fied now . Future develo pm ents , however ,

h ould pay attenti on , init i ally, to the manner of implementation . The methods

of co nt ro l  theory prov ide a convenient means for the analysis , for separable

- - r - t s  of the softwa re can be designed and the~r subsen ont interactions as

couple-I sy-~t n-sis can be s~ssc~r’ at i ca1 l y o’~al yzed . Th~ erohasis o~ this chapter

is on in appro ach t~- anal- i t no numeri cal  methods ‘- lt nr - r than a specific

- - ‘r’th ud , so I will onl y present en eiemen ’ iry exa re - ~ e of the considerations

invol v ’d.

i .  2 Impl ’ : ~ritat ion o~ ~ - x

L t ~m take the same oxa mo le prot:-1 ’~m a~ m-~n used jr Chapter 5, but deal

only .~rth f h i -  - r ed i cto r part n~ the method employed therein , the Euler inte—

qretu r . The -,-it y Lr - i s l~o eqr-1tor was ~mp1p sientec in Thapter 5 did n i t produce

a true Euler inteo r tor. The difference be -a - en that imp l ementation and true

Euler imp l r e  n te~ io~ is ci n ert ly  demonst rated by a ‘renuen cy response anal ysis

- ic ~ is the one in Cha ut ’ - r  3.

d.2.l A “ ixed - M h- ’ Eule r Integr ator

m r  cn ’v n ’ n ie n e , we repea t Eq (5—2) at ~b~s p H r t ,  but change DXl and Xl

t i f l ,  ,r r h  , re’.ePc $ 1 -ic - l y.

C-.
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= F/TAU

DX = Y-X ,- TAJ (6—1 )

X = X+T~DX J
As noted in the previous chapter , we assume th at F i s evalua ted pri or to the
computation of V. It is also assumed that the independent variable is updated

prior to computing F . Though this looks like an Eul2r integrator , it is not a

true Euler integrator because of the way i n wh i ch -DX is computed.

Based upon the first part of Eq (5-4) we have the pass-count evaluation

(where TI is the independent variable time) as follows :

T I 100 
= T 199+T 1

F100 
= F(TI ,30 )

V 100 = F 1~~ /TAU 16 2)t

= ‘1lofl - X QQ /TA U

V = ~ +T *flX100 99 100

- - nout e we have us e- - V t rn’  nass 100 an X n -a- pass 99. Hence ,

is an ap roximati on to ~ at some time w h i c h is correctly associated wi th
neither TI 99 nor TI 100.

In te ens of z, ~~
- convert Ens (6 -2)  to t.he transformed relations

Y ( z )  = F (z)/T

DX (z)  V (z )  - z ’X(z)/i (6-3)

X ( z )  = ~~ X(z) T .DX(?) J

where we neglect the fi rst two relations f~~n TI and F , their not being a

factor in the result. Frn’ - these rel ations , we can write the integrator

transfer function

Th is is the a tual implementati on used f~ r the predictor of Chapter 5.
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G (z )  = (6-4)

This , however , looks Just l ike a rectangular inteorato r , having the corre s-
p o n d i n g  “ifferenc~ equation

= X + TDX~~1 (6— 5)

We programmed what we thouqht was Euler , got what looks like rectangular , an d - ‘

actuall y have neither since is not reall y 
~n+l ’ combining, as it does .

V mc -/

~0O 
- 99~The block diagram for the overall system is similar to Figure 20. The

inputs to G(z) and the feedback of X(z) are evident in Eq (6-3). Thus , we

ha ~n Finure 2~~ - .

I___ 

X(z ) 1
•

Figur ’e 25. Mixed- Mode Euler Implementat ion of n~ x f

The open and c losed -loop transfer functions are

GH = T/~, -

(6-6)
T - z  -T CL (L

~ 
= 

~- f l - T /~~ j

It is i t  s r - s t u n to compare ~igurP ~ with Figures 20 and 21 , and to compare

Los (i- - i - )  w i~~ Eqs (5-9) ar e (5-10). be forward-path gain is now simply

7r. and the r o t  locus is identical to that shown i~ Figure 22, with 
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the different definition of K. Hence , if K = T/ -t  > 2 the integrator will be

unstable. This is precisel y t~ o result of Eq (5-2J) as obtained from the

error propagation equation. It is also the limit for undistorted reconstruc-

tion of a si gnal imposed by the sampling theorem .

6.2.2 A True Euler Imp l ementat ion of T X -f x = f

Revise the coding of Eq (6-1) as follows :

W =  V

V = F/TAU
- (6-7)

= W—X/TAU

X = X4-T~DX

What we have done is introduce further delay into the system by creation of

the dummy variable W. The effect of the additional delay can be seen in the

developmen t o~ the closed-loop transfer function .

Proceeding as before , the pass-count relations are

TI 100 = T I 99 T

w loO = V
99

F100 
= F(T I 100 )

(6 8)
‘1 100 

= F100/TAU

= W100 
- X 99/TAU

X = X  ÷ T *DX100 99 100

and the important relations ~n terms of z are

W ( z )  z 1 V (z)

‘ 1 ( z )  =

(6-9)
OX (z) W(z) -

X( z )  z~~Y (z )  + ~~flX(t) J 

~~~~~~~~~ - .- 
‘
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The integrator transfe r function takes the same torn’ as before :

G (z)  = (6- c )

We do not have the same result , however , because of w ’~at DX n+l represents. It

can now be clearly associated with because -nf the delay associated with ~: ,

The inputs to DX and the feedbac k of X provide th~ block diagram of

Figure 26a, which can be alternativel y put in the form of Figure 26b.

Figure 26a. True- ruler lmpTh :nentation of TX + x = f

(t)

Fiqure 26b , Reduced Blo ck Diagram

The latter finur- ~ is s r i il a r to Figure 19 and t/(z-1) is the transfer functi on

for the Euler jete-irato r . This is a rare in~tance where the desired 
integrator

does simpl y replace 1/s in the continuou s-sySt er block diagram.

Open- and closed-loom tranYcr ~,nc L1en~ f i r be true Euler imp lementation

a

‘33
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i /GH = 
‘ -1

(6-10)

TC L (z)  = J
Compa ris on w t h  Eqs (t- 6) shows that t~ o effect of W has been to delete the
c b s - - i -loo p zero (we ich -id Oeen a source of phase lead ). The open- and

ii pole locat ions are identical in the two form s of integrator:

z (l- T /4 ). F ig- in - 22 re n esents the ‘-oot locus with K = T/T. Both inte—

yra~ - r -  ‘p en S rhl ~ at T/-r = 2, but t b-n phase characteristics are very differ-
P ’ ’  ~‘or ~~

- ‘ ‘ , as ~~ ~iill ‘ o w  s ee .

1. 3 ~u” pe - son o’ ne  uI- nc -v P e s p - n s o r

rn in r b -Cd o~ : nni p ’~~ 4 a r t  Eqs (i~-6) , we find the sampled—data
+ in’ , +~r’~ ide , - n d  pb a e-ani cnlo relat ions of the closed—loop

5-,S t~’ni- +vi ~ ~hp m i . - - 

~1er if l n~ ,,~~
r : r  ~o be

~ (j , )  _ 
T/- Il (l_ ~ ~~~~~~~~~~~~~~~ :,L: L_ 1L1~~~ JJ. 

(~~/ r )~ - ~(i-T /-) sin T/2

~‘ ~r) 
- - — -—— -- ------ — - -—~ --~~~~~———--— -

F 
[ (~ T/n ; + (i-T/- ) 5i ’ 2 r

(~ -l l)
- r) = - a n ~~ ~~~~i1-T/ :)_sin~~~~“ii-- . 2- T/ 7 ins 2r -

~~~ ? sin r-

Sim i la ‘by, b- r ’ n b -  t r - .~- ul er ~rr’ - 1 r ’ r 4 - n t r  * ion we fn nd

T~~~t/ 
_
~~~~n~~~’ ” - s i n -Tj- CL ( J u ) = 

( T / T Y + 4 ( 1 -1/  r ) s i n ’ . T 2 
-

= - - - — -  — ---~-- 
___ i_ _ ,I_______ ___ 

(
~

-
~ 

T ,’-~Y + (l_ t /T ) s ir r”) 2

- 
(6—12)

• ( r )  - 
- 

- - 
si r. ‘ 

- 
-

/ T/  - 2 si~- 
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Note  that Eqs (6-11) apply equally to the ZOH-TI /Eu ler combination by rep la cir - g

T/T with K from Eq (5-11). A lso note that Mmn~ 
= M te~ which is not surprising ,

since both implementations ha\e the same open-loop transfer function.

Since we are trying to solve the continuous-system differential equation.

the frequency response of the contin uous system provides a valid criterio n

against which to measure the two f o rms of Euler implementation . The transfer

functi on of interest is

T CL
(s)  = 

1~
’

The t~ain and phase relations for TC. (jnJi ) are readil y found to be

= 

~~~~~~~~~~~~~~~~~~~~~ 

= + (2~~ )2]~~ 1
(6 - 13)

t ( w )  = - tan ’ i1 -~i} 
= -tan~ ~~~~~~~ J

For’ smal l val uc’ --~ of T/-r and r we should expect to have a close approxima-

t i m  to t b- n continuous system’. This is indeed the case , for by using smal l -
angle ippr r’ -~imati ons and ne clectin g T/T compared to unity we have from Eqs

(6- 11) and ( 6 - i 2 )

M = M  = 
1

n il: - te Nr~
)2 + (T/T) 2 

~1 ’
~ Ii +

and

~
- - tan~~ 

I 
= -tan~~ { n + 3

i T ,- -

~te 
~~ -ti: 1 = -tan~~ f T r - ~

- - r her ’  we assume (r )2  
~~~ T/ T . Once ag ain we have seen why at small integra-

tion cteps n-u~ have a ~a
4 rl’i tree choice o f integration methods .

Of more ‘impor tance , esnecial l y to t he p’-~’ -e nt d iscuss ion,  is what happens

at la - nc r ser n ip l ino ra t ios .  co ns ’ i - :e ’ the s pec i f i c  value of ‘It = 0.3. Then ,

h 5

_ 
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for various values of r, we obtain the data shown in  Ta 4mle 6 and plotted in

Figure 27.

Table 6: Frequency-Response Comparison

Sand ing Continuou sJ~
’ixed-Mode / Continuous Mixed -Mode True-Euler

Ratio (r) 
____ I Ga i n (M =M t ) Phase ( T rnm ) Phase 

~~te~
.001 .9998 . 99-92 - 1.200 - 0.8399 - 1.200
.003 .9920 .9986 - 3.~~95 - 2.517 - 3.597

.006 .9922 - .9945 - 7.162 - 5.018 - 7.178

.010 .9788 .9850 . -l’ -23 - 2.298 - 11.90

.030 .0-~~7 8054 -32.14 -22.78 - 33.58

.060 . 0227 ‘1913 -51. 49 -36.43 - 58.03

.100 .4309 5218 -- E-~~48 -43.49 - 79.49

.300 .1572 .2 164 -80.96 -28.69 -110.4

.500 . °2’1l 765 -84.55 0.0 -180.0

No~ e that these data (jo not show what happens as we increase T/ : .  We already
know t hat  i n s s a h 1 i t ~ arises for T/ :- 2.

Th~ d iffr’r er i n in performance to he expected from the two codes wi sh

T /n = 0.3 is c lear .  W h i l e  both have less o~ a o rop off in gain beyond the
break fr - - - n r ricy (a - 1/ u .  r = T/-jd ) than does the co ntinuous system . their
phase characte ’-istics are dramaticall y dif f erent. The true Euler implementa-

tion has f a r  more nb -u se lag , and , if part of a larger simulation effort, could

more readi l y i ’nd u cc overall - ystem i ns tab j l it- i . The mixed-mode Euler has even

less ‘base lag rh -r n n h -  cont in uous system.

6 . -T The Cor:cl is i m - r

T b - r - cons i tis i n to be ‘- - awn from t h s  analys is  is obvious.  One must not
simpl y pro gram Or :  o1-io r~ thrn en the d igital  comp t -  ~ithout regard for the

~f f r  •~~ of rh ~- ‘an n-e r in whi ch he pro -nra : is i nn1 enne n~ ed. 

---5~~~~~~~~~~~ - - -~~~~~~~~~ 
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CHAPTER 7

Conc lus ions and Recom mendations

7.1 Summary

The fundamentals underl y ing tunable integration have been presented in

this report , and they have been anal yzed in the context of a control-theory

approach that is appl icable to the analys is  of any technique ~or the solution
of di f ferential equations.

The initial discussions were of a general nature and defined the errors

resulting from numeri cal methods in terms of frequency-response characteris-

t~cs and pole-zero loca ti ons. The concept of an ideal integrator , exact for

a specified input , was used to motivate the tunable integrator.

A detailed explanation of tunab ’e int erration and derivation of the ZOH-

TI was fo l lowed by a demonstration of tunino for the solution of a second-

order differential equation. The ZOH-TI was then thoroughly analyzed for its

open-loop frequenc y-response properties. The effect of tuning upon magnitude

and phase—angle characte ristics was co”ortlv ucrtrayed in Bode plots of

a’-d . The use of these data for- a n,-iori t uni ng of the integrator was
brie fly discussed , :m rep arat cm ry to a more ~leta iled discussion of tuning

following the root-locus analysis.

To define the closed-loo p system far a ‘-o-uHlocus analys is, the first

order differential equation ‘~~~ + x = f was used. The ZOH-TI was emp l oyed as

a corrector for a mixed-mode Euler predictor , and the block diagrams and

transfe r func t ions for the software packa ne were developed . These clearly

showed tb : effect (and va lue) of the tuning parameters on fo~~ard-path gain

and , hence , on pole position as the root-locus was traced Out.

A discussion o~ s ability showed the cou pling between integration step

size and the i r~teqr~ter tuning parameters . A stability region was graphi—

ca11~ depicted. The combined use of frequency-response and root-locus-

stabilit y con sid era ’ions was then mie rcr :strat ed as an anproach to a priori

tuning. Jhr fin a l :n r t i n n of this pa rt of the report related the approach to

stabilit y taker , hern~n to the more ‘-~H l i a ~ approach involving the erro r-

prop acatin r: ( ‘c i j at l o r.

o r 
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The final topic dicsuss ed was the effect of orogram implementation. It
was demonstrated how an apn -u r ent l ’,- innocuoss change in program coding could
seriously affect the frequency response of the integrator.

7.2 Conclusions

There are numerous conclusions to be drawn from the research reported on
herein. I briefly state the more important ones be l ow .

1. Control-theory methods of analysis are important and useful for the

analysis of numerical methods.

2. The tunable integrator can be formulated as a low-order integrate-
wit ia an inheren t capability to adjust it.s frequency-response and pole-zero

cba r a- teris ti cs. Th is provides means other than variation of order or step
sze to cor- t ro l int”orator performance. The result promises significant

Savi ngs in c -nutd tiona l burden and time.

3. Freu~cincy-respons e and root-locus analyses provide the data for

m i  tial , albeit elementary , a pr i on tuning of the tunable integrator.
4. The isr’ t~iod c~ i n - n r l -s ”nen t i nq a ch o~er , al gor ithm in computer code ha .’ a

si q nif i c— nn t e~ tec t ~:-un sottwa re ~-er~rsrn1ance. Control theory provides ar

effective way to analyze Sf0 potential performance of alte rn ative code forms .

5. This report has not. nor was- ~t intended to, developed a software

package that in any SnflSC can : ,e t no u ght  o~ as a us er-oriented tool in the

manner of p ac~ ages such as GEAR .

7.3 Recomm en d a t i o n s
P .qain, simu ly enume rating. r make the followina recommendations for

f e l l ow—on  won - k j r  n ’ l s  a~ e u .
1. Proposals nive aopeared in the literature for- standardization of test

prohl e~as used in e va luating nume r-i c a in~ eq~ ae : s .~
17 ’18’ Test cases such as

those propo seo b- f- Kroah and others emp loyed in [2] and [191 should be emp l oyed

tn tfuoroug hl~ r- j a luete be pe ’for-nua - :: ‘ ranne and error character ist ics of the
tunable inte qn~~ ors .

2. Many classical integrators can be shown to be special cases of the

tu n able int ea r-nt or s . T n’s theory should be rull y developed to tie the classi-

ca i and tunable concepts tour- tb -er . te ana 1 y zn he truncation model of error of

_ _ __ _  -- ---- - - -- -—~~~~~~~~~~~~ --
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the former versus the ohase- and- rain model o~ erro r of the latter , and to

ful l- i ex plain the behavior of tunable integrato rs. A start toward this end

has bee n made in the cont ’-o l—~ beory analysis of this report.

3. At p rese n t , e’np lov i nO a tu nab le integrator on a comd ex system

renuires emp irical determination of the proper tuninq- oarameter values. An

elementar y aporoach to a priori tuning has been discussed. Far more sophis-

ticated and reliable ann -roaches are recuired .

4. The Air Force arid other technological communities have a potentiall y

valuable too l at hand. The capability of tunable integration to soh- - p rob l ems
where storage space ir d comoutation time are limited , but a degree of accuracy

is rentu r’~d, n- u-,t he ex: er ’inse nt al l y dete rmined by actual inolementation when-

ever feasible.

7C
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